BUS 509: Business Analytics
Quiz 3
Regression Analysis using SPSS 
(Carries 15 Marks)
Name: Ismail Hossen
ID: 112 192 017


1. Find out the independent variables and the dependent variables. – 1 Mark

a. Here we are trying to identify the success of Pathao using the other variables, which means the dependent variable is Success of Pathao.
b. The Independent variables are given bellow
i. First mover advantage
ii. Low price
iii. Easily available
iv. Good relation with customer 

2. Do the reliability tests for the independent variables (explain the reliability tests for each of the independent variable). – 4 Marks

We use the Cronbach’ Alpha test to identify the reliability among the independent variables and will select the independent variables only if their value is above 0.8.

a. First mover advantage: Accepted
	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.841
	4



	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	FirstMover1
	4.30
	2.078
	.639
	.816

	FirstMover2
	4.13
	1.812
	.705
	.786

	FirstMover3
	4.08
	1.705
	.791
	.745

	FirstMover4
	4.18
	1.983
	.581
	.840



The Cronbach’s Alpha value here is .841, which indicates that the items are acceptable for the further analysis.
b. Low price: Acceptable

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.434
	4



	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	LowPrice1
	4.20
	1.756
	.099
	.789

	LowPrice2
	4.32
	2.898
	.407
	.279

	LowPrice3
	4.37
	2.812
	.474
	.237

	LowPrice4
	4.37
	3.016
	.346
	.322



The value is .434 from initial screening. From the Cronbach’s Alpha it has been seen that if we delete the first the item from the construct the Cronbach’s Alpha will be .789, which is closer to .8. So we will compute without the mentioned item.
c. Easily available: Rejected
	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.739
	4



	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	EasilyAvailable1
	4.58
	2.484
	.509
	.696

	EasilyAvailable2
	4.53
	2.321
	.604
	.636

	EasilyAvailable3
	4.60
	2.617
	.570
	.660

	EasilyAvailable4
	4.63
	2.948
	.457
	.720


The initial value of Cronbach’s Alpha is below 7.39 and even if we delete any item the value does not increase making this independent variable invalid for the test. 
d. Good relation: Acceptable

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.884
	4



	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	GoodRelation1
	4.62
	3.529
	.634
	.892

	GoodRelation2
	4.73
	3.284
	.828
	.824

	GoodRelation3
	4.65
	2.842
	.863
	.803

	GoodRelation4
	4.75
	3.309
	.684
	.875



The Cronbach’s value is 0.884 which is above the required value of .8 meaning the independent variable is acceptable for the test.

3. Finally compute the excepted questions of each variable and name them as new variables (using compute option from SPSS) – 3 Marks

[image: ]

4. Do the regression analysis and explain what adjusted r square value shows in that analysis. – 3 Marks


	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.648a
	.420
	.388
	1.43716

	a. Predictors: (Constant), Good_Relation_Total, Low_Price_Total, First_Mover_Total



From the regression analysis the adjusted R square value is .388. As we know the closer the value is to 1 the strong the relationship is with the Dependent and Independent variable. The value shows a weak association among the dependent and independent variable.
** Explanation is not appropriate.
[bookmark: _GoBack]

4. Explain the co-relation matrix and explain the co-relation among the independent variables and the co-relation between the independent variables and the dependent variable. – 2 Marks


	Correlations

	
	Pathao_Success_Total
	First_Mover_Total
	Low_Price_Total
	Good_Relation_Total

	Pearson Correlation
	Pathao_Success_Total
	1.000
	.369
	.278
	.618

	
	First_Mover_Total
	.369
	1.000
	.280
	.344

	
	Low_Price_Total
	.278
	.280
	1.000
	.239

	
	Good_Relation_Total
	.618
	.344
	.239
	1.000

	Sig. (1-tailed)
	Pathao_Success_Total
	.
	.002
	.016
	.000

	
	First_Mover_Total
	.002
	.
	.015
	.004

	
	Low_Price_Total
	.016
	.015
	.
	.033

	
	Good_Relation_Total
	.000
	.004
	.033
	.

	N
	Pathao_Success_Total
	60
	60
	60
	60

	
	First_Mover_Total
	60
	60
	60
	60

	
	Low_Price_Total
	60
	60
	60
	60

	
	Good_Relation_Total
	60
	60
	60
	60



We know that if the value between the relation of independent and dependent variable is less than .3 we will not accept the hypothesis. From the correlations matrix we can see that low price has does not have a correlation with the dependent variable as the value is below .3 so we can assume that low price does affect the success of Pathao with a weak association.

The correlation of all the independent variable with them is less than .7 that means all of the independent variables as a good correlation among them.

5. Based on the co-efficient beta value, which independent variables/hypothesizes should be dropped from the research. – 2 Marks


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95.0% Confidence Interval for B

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound

	1
	(Constant)
	1.622
	.797
	
	2.034
	.047
	.025
	3.219

	
	First_Mover_Total
	.157
	.114
	.153
	1.379
	.173
	-.071
	.386

	
	Low_Price_Total
	.148
	.149
	.107
	.992
	.326
	-.151
	.446

	
	Good_Relation_Total
	.421
	.086
	.540
	4.914
	.000
	.249
	.593

	a. Dependent Variable: Pathao_Success_Total


From the Coefficient beta it seems that none of the value is negative, which means we will be accepting all of the independent variables and none of the hypothesis will be rejected.
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