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Quiz 3
Regression Analysis using SPSS 
(Carries 15 Marks)



1. Find out the independent variables and the dependent variables. – 1 Mark
Here the success of pathao is the dependent variable. The independent variables are first mover, low price, easily available, good relations with customer.

2. Do the reliability tests for the independent variables (explain the reliability tests for each of the independent variable). – 4 Marks

Reliability test for first mover
	

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.841
	4



Cronbach’s alpha is indicator of internal consistency. The reliability test for first mover variable is acceptable. Because cronbach’s alpha is .841 that means 84.1% of variance in the scores is reliable variance.

Reliability tests for low price


	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.789
	3




Cronbach’s alpha is indicator of internal consistency. The reliability tests for low price variable is accepted because the cronbach’s alpha is more than .70. . Because cronbach’s alpha is .789that means 78.8% of variance in the scores is reliable variance.





Reliability tests for easily available


	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.739
	4



Cronbach’s alpha is indicator of internal consistency. The reliability tests for easily available is accepted because the cronbach’s alpha is more than .70 that means 73.3% of variance in the scores is reliable variance.


Reliability test for good relations with customer

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.884
	4



Cronbach’s alpha is indicator of internal consistency. The reliability test for good relations with customer variable is acceptable. Because cronbach’s alpha is .884 that means 88.4% of variance in the scores is reliable variance.





















3. Finally compute the excepted questions of each variable and name them as new variables (using compute option from SPSS) – 3 Mark
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4. Do the regression analysis and explain what adjusted r square value shows in that analysis. – 3 Marks

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.644a
	.415
	.384
	1.44258

	a. Predictors: (Constant), Good_relation, Easily_AV, First_mover



Here we can see the adjusted R square is .384 that means 38.4% of variance in success of pathao is explain by predictive variables of first mover, easily available and good relationship with customer.   

5. Explain the co-relation matrix and explain the co-relation among the independent variables and the co-relation between the independent variables and the dependent variable. – 2 Marks

	Correlations

	
	Pathao_success
	First_mover
	Easily_AV
	Good_relation
	low_price

	Pearson Correlation
	Pathao_success
	1.000
	.369
	.348
	.618
	.278

	
	First_mover
	.369
	1.000
	.543
	.344
	.280

	
	Easily_AV
	.348
	.543
	1.000
	.340
	.283

	
	Good_relation
	.618
	.344
	.340
	1.000
	.239

	
	low_price
	.278
	.280
	.283
	.239
	1.000

	Sig. (1-tailed)
	Pathao_success
	.
	.002
	.003
	.000
	.016

	
	First_mover
	.002
	.
	.000
	.004
	.015

	
	Easily_AV
	.003
	.000
	.
	.004
	.014

	
	Good_relation
	.000
	.004
	.004
	.
	.033

	
	low_price
	.016
	.015
	.014
	.033
	.

	N
	Pathao_success
	60
	60
	60
	60
	60

	
	First_mover
	60
	60
	60
	60
	60

	
	Easily_AV
	60
	60
	60
	60
	60

	
	Good_relation
	60
	60
	60
	60
	60

	
	low_price
	60
	60
	60
	60
	60




Here we see that the co-relation among the independent variables is strongly co- related. Because all the independent variable of first_mover, easily_av, low_price and good_relation and the independent variable are co-related by less than 70%
 The co-relation between the independent variables first_mover, easily_av, good_relation and the dependent variable are strongly co-related because of their values of co-relation is more than 30%. One the other hand the independent variable low_price is weakly co-related with dependent variable because of less then 30%








6.  Based on the co-efficient beta value, which independent variables/hypothesizes should be dropped from the research. – 2 Marks


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1.850
	.727
	
	2.544
	.014

	
	First_mover
	.136
	.128
	.132
	1.065
	.291

	
	Easily_AV
	.083
	.111
	.093
	.746
	.459

	
	Good_relation
	.422
	.087
	.541
	4.874
	.000

	a. Dependent Variable: Pathao_success



Based on the co-efficient beta value, there are no negative values of beta. So that all the hypothesis is accepted.
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