BUS 509: Business Analytics
Quiz 3
Regression Analysis using SPSS 
(Carries 15 Marks)



1. Find out the independent variables and the dependent variables. 
Here dependent variable is success of pathao and the independent variables are first mover, low price, easily available, good relations with customers.

2. Do the reliability tests for the independent variables (explain the reliability tests for each of the independent variable). – 4 Marks

First Mover

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.841
	4



	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	FirstMover1
	4.30
	2.078
	.639
	.816

	FirstMover2
	4.13
	1.812
	.705
	.786

	FirstMover3
	4.08
	1.705
	.791
	.745

	FirstMover4
	4.18
	1.983
	.581
	.840










Easily Available

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.739
	4




	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	EasilyAvailable1
	4.58
	2.484
	.509
	.696

	EasilyAvailable2
	4.53
	2.321
	.604
	.636

	EasilyAvailable3
	4.60
	2.617
	.570
	.660

	EasilyAvailable4
	4.63
	2.948
	.457
	.720

	
	
	
	
	


Here cronbachs alpha is .739 which is close to .8. so it is accepted
Good Relation with Customers

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.884
	4




	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	GoodRelation1
	4.62
	3.529
	.634
	.892

	GoodRelation2
	4.73
	3.284
	.828
	.824

	GoodRelation3
	4.65
	2.842
	.863
	.803

	GoodRelation4
	4.75
	3.309
	.684
	.875



** Explanation is required



3. Finally compute the excepted questions of each variable and name them as new variables (using compute option from SPSS) – 3 Marks
[image: ]





4. Do the regression analysis and explain what adjusted r square value shows in that analysis. 

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.644a
	.415
	.384
	1.44258

	a. Predictors: (Constant), goodrelationnew, easilyavailnew, firstmovernew



So the model shows 38% accuracy and the model is weak
** Explanation is not appropriate.


5. Explain the co-relation matrix and explain the co-relation among the independent variables and the co-relation between the independent variables and the dependent variable. – 2 Marks
The correlation among the independent variables are co-related with each other 
The co-relation between the independent and dependent variables are correlated with each other 
[bookmark: _GoBack]** Need to add output table from Spss

6. Based on the co-efficient beta value, which independent variables/hypothesizes should be dropped from the research. – 2 Marks


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1.850
	.727
	
	2.544
	.014

	
	firstmovernew
	.136
	.128
	.132
	1.065
	.291

	
	easilyavailnew
	.083
	.111
	.093
	.746
	.459

	
	goodrelationnew
	.422
	.087
	.541
	4.874
	.000

	a. Dependent Variable: pathaosuccessnew



Here all the values of data is positive that’s why hypothesis are accepted
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