BUS 509: Business Analytics
Quiz 3
Regression Analysis using SPSS 
(Carries 15 Marks)



1. Find out the independent variables and the dependent variables. – 1 Mark


   Dependent variable: pathao success 
 And Independent variables are:  First mover Lower Price, easily available, Good relation   



2. Do the reliability tests for the independent variables (explain the reliability tests for each of the independent variable). – 4 Marks


	Reliability Statistics

	

	Cronbach's Alpha
	N of Items

	.841
	4







	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	FirstMover1
	4.30
	2.078
	.639
	.816

	FirstMover2
	4.13
	1.812
	.705
	.786

	FirstMover3
	4.08
	1.705
	.791
	.745

	FirstMover4
	4.18
	1.983
	.581
	.840

	
	
	
	
	


 
Accept the first mover model because the cronbach value is greater than the .80
	


	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.434
	4




	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	LowPrice1
	4.20
	1.756
	.099
	.789

	LowPrice2
	4.32
	2.898
	.407
	.279

	LowPrice3
	4.37
	2.812
	.474
	.237

	LowPrice4
	4.37
	3.016
	.346
	.322


 Rejected the LowPrice models cronbach because its vale is .434



	Case Processing Summary

	
	N
	%

	Cases
	Valid
	60
	100.0

	
	Excludeda
	0
	.0

	
	Total
	60
	100.0

	a. Listwise deletion based on all variables in the procedure.




	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	EasilyAvailable1
	4.58
	2.484
	.509
	.696

	EasilyAvailable3
	4.60
	2.617
	.570
	.660

	EasilyAvailable2
	4.53
	2.321
	.604
	.636

	EasilyAvailable4
	4.63
	2.948
	.457
	.720



Easily available is also rejected as it`s cronbach value is less than .80


d.Good relation   

	Reliability Statistics

	Cronbach's Alpha
	N of Items

	.884
	4




	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	GoodRelation1
	4.62
	3.529
	.634
	.892

	GoodRelation2
	4.73
	3.284
	.828
	.824

	GoodRelation3
	4.65
	2.842
	.863
	.803

	GoodRelation4
	4.75
	3.309
	.684
	.875


d.Good relation`s relaiability is accepted. 

	

Reliability Statistics

	Cronbach's Alpha
	N of Items

	.795
	4




	Item-Total Statistics

	
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Cronbach's Alpha if Item Deleted

	PathaoSuccess1
	4.23
	2.012
	.551
	.775

	PathaoSuccess2
	4.32
	1.949
	.706
	.696

	PathaoSuccess3
	4.38
	2.003
	.686
	.707

	PathaoSuccess4
	4.32
	2.152
	.502
	.795



 Pathauo success`s relaiability test is rejected because it`s cronbach is less than .80

3. Do the reliability tests for the independent variables (explain the reliability tests for each of the independent variable). – 4 Marks

	[image: ]
























                                                                                                                                                                            4. Do the regression analysis and explain what adjusted r square value shows in that analysis. – 3 Marks


	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.640a
	.409
	.389
	1.43695


 
The models` adjusted R squire valueis very weak.
** Explanation is not appropriate.


5. Explain the co-relation matrix and explain the co-relation among the independent variables and the co-relation between the independent variables and the dependent variable. – 2 Marks
	4. Correlations

	
	sssssuccccsa
	faaaast
	ggsgggghn

	Pearson Correlation
	sssssuccccsa
	1.000
	.369
	.618

	
	faaaast
	.369
	1.000
	.344

	
	ggsgggghn
	.618
	.344
	1.000

	Sig. (1-tailed)
	sssssuccccsa
	.
	.002
	.000

	
	faaaast
	.002
	.
	.004

	
	ggsgggghn
	.000
	.004
	.

	N
	sssssuccccsa
	60
	60
	60

	
	faaaast
	60
	60
	60

	
	ggsgggghn
	60
	60
	60





Ans: the pathao success with the First mover  and good relation have  very strong co-relassionship.
But the independent variables’ haven`t corelassion.
[bookmark: _GoBack]** Explanation is not appropriate.


6. Based on the co-efficient beta value, which independent variables/hypothesizes should be dropped from the research. – 2 Marks


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2.021
	.688
	
	2.939
	.005

	
	faaaast
	.182
	.111
	.177
	1.634
	.108

	
	ggsgggghn
	.434
	.085
	.557
	5.136
	.000



So based on the coefficient table`s beta we are not going to drop any independent variable or mpdel.
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